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Defining Statistics

Scope and Related Issues

CHAPTER I

 

We begin by introducing statistics, understanding its meaning and scope as a subject—as a discipline. And conclude with

a brief on a few other related issues.

1 .1. Statistics Defined
_

’—_——
_———

Statistics, as a word, connotes two different meanings when seen as a singular and as aplural. In that sense, the distinction

between the two meanings is interestingly interwoven. . .

A layman knows statistics as data. For him, it generally means numerical information expressed in quantitative

terms. Obviously, it is when seen as plural that statistics refer(s) to data, data of all types. With the various types of data

discussed here in Sec. 1.7, it is important to bear in mind that all data are statistical data.

Importantly, the more we think of data, the more are there to list and record. These may relate to objects, subjects,

activities, phenomena, or regions of space. As a matter of fact, data have no limits as to their reference, coverage, and scope.

It is, however, pertinent to cite a few more friendly cases to show that statistics are data, and data are statistical data.

1. At the macro level, there are data on gross national product with break-up into shares of agriculture, manufacturing,

and services. Also on distribution of national income as wages for labour, rent for land, profit for the entrepreneur,

and interest for capital. Similarly, there are vast statistics available on savings and expenditure, investment by sectors

or activity, production and prices, exports and imports, and so on. All these data are systematically compiled by the

concerned official agencies on a regular basis.

2. At the micro level, individual firms, howsoever small or large, produce extensive statistics on their operations. The

annual reports of companies contain variety of data on sales, production, expenditure, inventories, capital employed,

and other activities. Huge statistics are available even at the household level, all purposely and deliberately collected

as an officially sponsored endeavour.

3. Abundant statistical data also get generated through specific—purpose research studies undertaken at different levels.

These data are often field data collected by employing scientific survey techniques. Unless regularly updated, such data

are the product of a one-time effort and have limited use beyond the situation that may have called for their collection.

A student, on the other hand, knows statistics more intimately as a singular when it means a subject of study like

economics, mathematics, chemistry, physics, and others. It is a discipline which scientifically deals with data, and is

often described as the science of data. In dealing with statistics as data, statistics has developed appropriate methods of

collecting, presenting, summarizing. and analysing data. and thus consists ol‘ a body of these methods. As these elements

define the essential scope of statistics, we shall go into each of these separately as we proceed further.

1 .2 Meaning Restated
K

W _ 7

Reu."'“i“g 10 statistics as data, no exercise involving data compilation and collection takes place without an objective.

Du‘l'lg ancient times, the objective was limited to maintaining the records of revenue collected through tax than to

""5411ng else. Collecting data specifically for understanding and analysing problem situations and using the results for

lflkmg “lllll‘filil‘iate decisions was seldom thought ol‘. Consequently, the scope of statistics as a subject had been limited

1m long "my ‘0 Collection, compilation. and reporting ol‘ol'licial data.

W‘ullllc lli‘SSZIge ol‘ time. both the objectives and. relatedly, the scope of data collection have undergone immense

milks". 5111's 9W?“ “1 “‘0 PhilUSUlllly of welfare state overtaking govcrnanec‘and, consequently, government: acsisglml‘tllg:

task collcgllnjnttgcttal role. In this new role, the state. directly and through its agencies specifically establts 1e or 1c

‘ ‘ "may of data on regular basis and wtth deltntte objectives.

eh
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Table A-18 Values of XX? and 2X4 for Fitting Least Squares Trend Lines
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index

Absolute dispersion, 81

Acceptance sampling, 620-21

Accuracy, 379

Accuracy aspect, 375

Additive approach, 214

Additive rules, 273—276

Adjusting for calendar, 215

Adjusting for population changes, 215

Adjusting for price changes, 215

Aggregative indices, 179

Aggregative quantity index, 182

Alternative hypothesis, 495, 558

Annual survey of industries, 17

Area sampling, 384

Arithmetic mean, 38-41

Ascertaining the determinants, 251

Assumed mean, 87

Average of price (quantity) relatives, 181

Average percentage method. 225-26

Average relationship, 118

Base period, 197

Base point, 249

Basic probability postulates, 268

Basic properties ofpopulations, 376

Bayesian rule, 285-86

Bernoulli, Jacob (Swiss

mathematician), 266

Best approximating, 120

Best fit, 216

Best linear unbiased estimates

(BLUE), 443

Bi-modal curves, 35

Binomial coefficients, 313

Binomial distribution(s),

. 310.19. 365, 560
Binomial expansion], 313

{nomial populations, 569

inomial probability histograms, 364
Inomial trial, 311

3091’ Ol'the table, 17

B°W10y's index, 190

head and sub~hcads, l7

Bugges-‘l eyclcs, 253

| “sinf‘h lorecastmg, 2

SS indicators approach, 251
' uStness indicators. 254

Causes of variations, 604

Cell frequencies, 563

Central limit theorem, 393

Central tendency, 38

Central value, 81

Chain base indices, 197

Chebyschev’s theorem, 91

Chi-square distribution, 425-26

Chi-square tests, 553

Choice of index, 198

Classical approach, 267

Cluster sampling, 384

Coefficient ofmean absolute

deviation, 92

Coefficient of non-determination, 131

Coefficient of quartile deviation, 92

Coefficient of variation, 92

Coin tossing experiments, 304

Coincident series, 254

Collection and compilation of data, 251

Column totals, 280

Combinations, 265

Complementary events, 276

Complementation rule, 277

Components characterized, 213

Component charts, 21

Composite series, 178

Computation, 82

Computation of compound

interest rate, 53

Computation of MAD, 84

Computation of rank correlation, 140

Computation of sample variance, 85

Computation procedure, 137

Conditional probability rules, 276

Confidence intervals, 454, 467

Constructing a frequency distribution, 26

Tally method, 26

Entry form method, 27

Constructing seasonal index, 225

Continuous data, 5

Continuous probability

distribution defined, 350

Control charts, 605-07, 611,

613, 617, 620

for defectives, 617-18

for the number of defects, 620

Control limits, 618

Correlation of attributes, 567

Correlation of ranks, 138

Correlation reconsidered, 133

Cost aspect, 375

Counting sample points, 263

Critical limits, 497

Cross-classification table, 16, 136

Cumulative binomial probability

tables, 314

Cumulative frequency curve, 35

Cumulative poisson probability

tables, 331

Cyclical relatives, 232

Cyclical variations, 213

Data collection, 11, 13, 198, 211

Data-based research, 352

Deciles, 58, 59

Decision rule, 523, 556, 565, 579, 584

Definite figure, 7

Degree of confidence, 510

Degree of peakedness, 109

Degree of skewness, 365

Degree of variability, 82, 384

Degrees of freedom, 422-23,

425, 442, 555, 565

Delphi method, 257

Dependent events, 281

Deriving the multinomial rule, 319

Descriptive statistics, 2

Deseasonalising a time series, 231

Deseasonalized data, 231

Deseasonalized time series, 216

Destructive aspect, 374

Determining the sample size, 508-09, 533

Detrending, 216

Developing the binomial

probability rule, 311

Different frequency models, 34

Differentia specifica, 4

Diffusion index, 254

Discrete data, 5, 30

Discrete distribution, 307

Discrete probability distribution, 305-06

Dispersion, 81-82, 92
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Disproportionate stratified

random sample, 384

Disproportionate, 383

Distribution curves, 426

Distribution-free testing, 553

Efficiency aspect, 375

Efficient method, 87

Elementary events, 262

Empirical frequency distribution, 560

Entry form method, 26-28

Error of estimate, 125

Errors of measurement, 378

Estimation: Three basic issues, 461

Estimating cyclical variations, 232

Estimating trend variations, 216

Evaluating statistics, 6

Events, 261-62

Executive polling method, 256

Expected cell frequencies, 563

Expected value of sample variance, 423

Explained variation, 130-31

Exponential trend, 222

Extension of hypergeometric

distribution, 325

External primary data, 12

External sources, 11

F distribution, 430-32

F value, 431

Factor reversal test, 194

Factor-listing approach, 256

Factors affecting errors, 388

Feasibility aspect, 374

Fiducial limits, 466

Field survey(s), 13

Financial planning, 251

Finite population correction

(FPC), 403-04

Fisher’s exact probability test, 588-89

Fisher’s ideal index, 190, 194-95

Fitting a binomial distribution, 318

Fitting a straight line, 119

Fixed base, 197

Flatness, 109

Forecasting, 250—58

Long—term, 250, 252-53

Short-term, 250, 253

Forecasting techniques, 251

Foreshadowing effect, 254

Frame, 376

Free hand drawing, 120, 216

Free—choice, 15

Free-response question, 13

Frequency distribution, 25-32, 34

Types of, 28

Frequency distribution models, 34

Frequency polygon, 32-33

Fundamental principle, 263

Gaus, Karl, 352

General business activity, 254

General price index, 197

General purpose index, 194

Generalization, 261

General-purpose data sources, 12

Geometric distribution, 327

Geometric mean, 51-53

Geometric straight line trend values, 223

Goodness of fit, 559

Graphic presentation, 19

Types of graphs, 19

Bar charts, 19

Pie charts, 19

Grouped data, 26, 41, 86

Grouping error, 40

Harmonic mean, 54-57

Head notes, 17

Heterogeneous population, 384

Histogram, 31

for equal class intervals, 31

for unequal class intervals, 32

Historical analogy method, 257

Homogeneity, 567

Hunches and feels, 250

Hypergeometric distribution, 321-25

Hypergeometric probability table, 324

Identity property, 180

Implications of repeated sampling, 388

Important area relationships, 360

Independent events, 283

Index numbers, 3, 178-80, 197-198

Index of weighted average of

price relatives, 191

Index of weighted average of

quantity relatives, 192

Indicator series, 254

Industry vs company forecasts, 257

Inferential statistics, 2

Infinite populations, 382

Interval estimation, 466

Internal primary data, 12

Internal sources. 11

Intersection of events, 262

Irregular variations, 212

Joint and marginal probabilities, 281

J—shaped curves, 35

Judgemental methods, 256

Kelly’s coefficient of skewness, 109

Kelly’s measure of skewness, 109

Kruskal-Walls H test, 595-96

Kurtosis, 109-10, 318

Kurtosis, and measures, 109

Lagging series, 254

Language and wording of questions, 15

Large sample method, 471

Large sampling, 388

Laspeyre’s aggregative price index, 191

Laspeyre’s and Paasche’s

indices, 186, 189-90

Laspeyre’s index, 186, 188-92

Laspeyre’s or Paasche’s price/

quantity indices, 194

Laspeyre’s price index, 184

Laspeyre’s quantity index, 185

Laspeyre’s and Paasche’s

(price) indices, 189

Lead-lag relationships, 255

Least square method, 120, 218

Limitation of large sampling, 421-22

Limiting form of the binomial, 336

Linear or non-linear, 1 17

Linear regression, 118

Linear regression equation, 157

Link relative method, 230

Location measures, 38

Log, 51

Logarithmic charts, 212

Long-term forecasting, 250

Lower tail test, 532

Methods of counting sampling

points, 263

Combinations, 265

Permutations, 263-65

Set partitioning, 265

The fundamental principle, 263

Mailed questionnaire, 14

Major division of statistics, 2

Descriptive statistics, 2, 3

Inferential statistics, 2-4

Marginal frequencies, 18, 563

Market surveys and tests, 257

Marsltall-Edgeworth index. 190

Maximum likelihood (ML) method, 457

McNemar test, 587

Mean absolute deviation, 81

Mean-variance relationships, 409

Median, 46-51

Measure of correlation, 128

Measures, 107 ,

Measures ot‘dispersion, 81, 92 2

Measures of dispersion cog;pafed, 9

Mesokurtic distribution, 1

ML estimator of population mean, 460

ML estimator oftlte populatlon

‘ proportion, 460

Mode, 48-51

Modified sample space, 304-05

Moment coefficient of kurtosis, 110

Moment coefficient of skewness, 109

Moments, 92-93

Moving average method, 218

Multinomial distribution, 3 19-21

Multinomial distribution function, 320

Multinomial rule generalized, 320

Multiple correlation, 165

Multiple-answer choices, 14

Multiple-column, 16

Multiple-row tables, 16

Multiplication rules, 281

Multiplicative approach, 214

Mutually exclusive events, 273

Naive method, 251

Nature ofproduct, 258

Nature of questions, 14

Negative binomial distribution, 326-28

Negative perfect correlation, 134

Negatively skewed, 107

Net correlation, 167 '

Nominal data, 5

Non-parametric testing -1, 553-78

Non-parametric testing - II, 579-603

Non-parametric tests, 553

Non-probability sampling methods, 380

Non—sampling errors, 378-79

Normal approximation, 580, 582, 593

Normal area tables, 356

Normal as a limiting form of

the binomial, 361

for skewed binomial

distributions, 365

for symmetrical binomial

distributions, 361

Normal curve, 352-62

Nomial distribution equation, 3.52

Nomial distribution, 350-57. 561-62

Normal probability distribution, 35?.

Notations for observed data, 7

Notations for sample statistics, 8

Notations in sampling, 7

Null hypothesis, 494, 532, 556-58

NUll space. 262

Observed cell frequencies, 563

for population mean, 504

One-tan test, 504, 506

Open-ended class intervals, 31

open-ended distributions, 92

P§n~cntlecl questions, 15

lnion survey method, 256

l'dcrcd array, 26

rdering ofquestions, 15

Original and modified permutations, 264

Original sample space, 277

Overlapping events, 274

Paasche’s aggregative price index, 191

Paasche’s index, 186, 188, 191

Paasche’s price index, 185, 187, 190

Paired data, 117

Paired observations, 442

Parameters of the binomial

distribution, 31 1

Parameters, 352

Partial correlation, 167

Partial regression coefficients, 160

Partition values, 58

Deciles, 59

Percentiles, 59

Quartiles, 58

Pearson, Karl, 107

Pearson approach, 216

Pearsonian coefficient of skewness, 107

Pearsonian measure of skewness, 107

Percentage moving average

method, 228-30

Percentage trend method, 227

Percentile deviation, 83

Percentiles, 58-59

Perfectly symmetrical curves, 34

Permutations, 263

Personal interviews, 13

Pie charts, 22

Planning for material requirements, 251

Platykurtic distribution, 109

Point estimation, 454, 473

Poisson distribution function,

329-31, 336-37

for incoming flights, 333

Poisson event, 329

Poisson probabilities, 337

Pooled variance, 424-25

Population, 375

Population proportions, 569

Population variances, 528-29, 538

Population vs sample survey, 13

Positive perfect correlation, 134

Positively skewed, 49, 107

Posteriori probability, 290

Power curve, 500-04, 507, 532

Precision and accuracy, 379

Precision, 379

Predicting an estimate, and

its preciseness, 124

Predicting business cycles: Short-

terrn forecasting, 253

Preparation of report, 251

Presentation of data, 15

Pre-testing, 15
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Price (quantity) relatives, 179

Price index, 182

Price indices work, 197

Price policy and sales targets, 251

Prima facie, 504

Primary data, 5, 13

Primary data collection, 13

Primary sources, 12

Priori probabilities, 290-91

Probability histogram, 362

Probability sampling methods, 380

Process out of control, 617

Process under control and

specification limits, 613

Product moment formula for

computing, 133

Production scheduling, 250

Properties of variance, 88

Proportionate stratified

random sample, 383

Proportionate, 383

Pure number, 134

Qualitative, 5

Quality control charts, 604

Qualitative data, 5

Quartiles, 58

Quartile deviation, 82, 92

R charts, 610-13

Random number tables, 382

Random sampling, 261

Random variable, 304

Random variations, 214

Range probability, 351

Range, 82

Rank correlation, 140

Rank data, 5

Ratio-to-moving average method, 228

Ratio-to-trend method, 227

Raw data, 25

Real class limits, 30

Real limits, 29

Real wage index, 197

Reduced sample space, 277

Reference, 16

Reference tables, 16

Regression, 127

Regression analysis, 256

Regression and causality, 128

Regression and correlation analysis, 3

Regression and correlation, 117, 141, 481

Estimation in, 481

Regression and extrapolation, 128

Regression coefficient, 120

Regression equation

(simplified), 124, 159
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Regression line, 118

Regression parameter, 540

Relative dispersion, 81

Relative joint frequencies, 281

Relative marginal frequencies, 281

Relative measures of dispersion, 92

Reliability of forecasts, 258

Repeated sampling, 388

Risk of wrong decision, 496

Row totals, 280

Rule of sigma operation, 8

Rules of event operations, 262

Sample data, 590

Sample mean points fall, 465

Sample points and sample space, 260

Sample points fall, 465

Sample size(s), 474, 612

Sample space of throwing

a die twice, 261

Sample space of tossing a coin twice, 260

Sample variance, 90

Sampling, 374-77

Sampling and non-sampling errors, 378

Sampling concepts, 375

Sampling distributions, 388-

89,396, 399, 421

Sampling efficiency, 379

Sampling errors, 378

Sampling methods, 379-80

Cluster sampling, 384-85

Simple random sampling, 380

Stratified random sampling, 382

Systematic random sampling, 385

Sampling plans, 621-22

Sampling with replacement, 380, 390

Sampling without replacement, 380, 391

Scatter diagram, 118

Scope of forecasting, 250

Seasonal index and fuqture

estimation, 232

Seasonal index, 225, 227-33

Seasonal variations, 213

Second degree polynomial trend, 221

Second degree polynomial

trend values, 222

Secondary data collection, 11

Secondary data, 6, 12

Secondary sources, 11-12

Secular trend, 212-13

Selection of commodities, 198

Semi-average method, 217—1 8

Semi-quartile range, 82

Sequential sampling plan, 622

Set partitioning, 265

Sheppard’s correction, 91

Shifting the base and splicing, 195

Shifting the base period, 195

Short-term forecasting, 250

Z (sigma) operation, 8

Sign test, 579-82

Sign test for paired observations, 581-82

Simple aggregative indices, 179

Simple aggregative prices

(quantities), 181

Simple aggregative price

(quantity) indices, 181

Simple bar charts, 19

Simple correlation coefficients, 161

Simple index numbers, 180

Simple random sampling, 380

Single-row tables, 16

Single-tail test, 526

Single-trial experiment, 260

Skewed binomial distributions, 365

Skewed curves, 34

Skewness, 107, 316, 335

Bowley’s measure of, 108-09

Kelly’s measures of, 109

Moment coefficient of, 109

Pearsonian measure, 107

Small sample method, 471

Smoothed frequency polygon, 33

Source(s), 17

Specification limits, 604

Specification limits, 6013-15

Splicing two index series, 196

Square-root, 51

Standard deviation(s), 90-92,

126, 524,526,538

Standard error of estimate, 125, 164

Standard normal area tables, 356

Standard normal variable, 355

Standardising the normal curve, 354

Stated and real class limits, 30

Stated class limits, 30

Stated limits, 29

Statistical control of quality, 604

Statistical data, 11

Statistical estimation, 141, 259, 453

Statistical hypothesis, 494-96

Statistical quality control, 604

Statistical testing, 494

Statistical testing - II, 521

Statistics and risk evaluation, 3

Straight line, 1 17

Straight line trend values, 219

Straight-line equation, 227

Straight-line trend, 216

Stratified random sampling, 382

Stub and stub-heads, l7

Student’s tdistribution, 436

Sturges’ rule, 29

Subjective judgement, 268

Summary tables, 16

Symmetrical binomial distributions, 361

Systematic random samples, 385

Systematic random sampling, 385

Systematic sampling, 386

Table number, 17

Tabular presentation, 16

Tail test, 498, 504

Tally method, 26, 28

Target population, 376

Test of significance, 499

of correlation, 539

of regression parameter B, 540

Test statistic, 553-54

Testing hypotheses (about u), 259, 494

Testing procedure, 521-22, 557

Tests of adequacy of index numbers, 194

Tests concerning variance s2, 537

Tests of equality of several

population proportion, 569

Test of goodness of fit, 559-63

Tests of homogeneity, 567

Tests of independence, 562-63

The dilemma, 379

The generalized Bayesian, 290

The Mann-Whitney U test, 591

The median test, 590

The relative frequency approach, 266

Theoretical basis of sampling

distribution, 388

The subjective approach, 267

Theoretical frequency distribution, 560

Three-trial coin tossing experiment, 304

Three-trial experiment, 261

Tied ranks, 140

Time reversal property, 180

Time reversal test, 194

Time series analysis, 3, 214

Time series for seasonal variations, 231

Time series graph, 212

Time—Range of forecast, 258

Title of the table, 17

Tossing the coin, 361

Trade cycles, 213

Trend method, 251

Trend projection: Long-term

forecasting, 252

Trend projections, 252

Trend values, 227

Turning points, 252, 254-55

Two-stage experiment, 285

Two-tail test for it, 502

Two-tail test, 500, 510

Two-trial experiment, 260

Type I tables, 356

Type 11 error, 499

Type 11 tables, 356

Types of event, 262

  

Types of population. 375

prcs of relationship, 117

Typical value. 81

Under-root, 51

Unequal class intervals, 31

Unexplained variation, 130

Ungrouped data, 41, 93

Uniform distribution, 309-10

Uniformity in variations, 377

Uni-modal, 29

Union of events, 263

 

Upper-tail test, 507, 509

U-shaped curves, 34

Value weights, 193

Variability in the elementary units, 376

Variability not without limits, 377

Variance, 81, 84-93

Variations, 212

Venn diagrams, 273-77

Wald-Wolfowitz run test, 593

Warning limits, 617

_
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Weighted aggregative indices, 179

Weighted aggregative price (quantity)

indices, 184-851, 191

Weighted harmonic mean, 55

Weighted indices of relatives, 179

Wilcoxon signed-rank tests, 583, 584-85

Wrong decision, 496

X2 distribution, 427, 429, 477

Zig-zag curve, 21 l
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