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UCL (upper control limit) 489
unbiased estimator 320, 371
unconditional probability 165
ungrouped data 78
unweighted aggregates index 874-876, 902
unweighted average of relatives method 888, 902
unweighted average of relatives price index 888
upper-tailed test 391, 419
utility 931-933, 953
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value
critical 406, 418
expected 931-932, 953
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salvage 953
Z 252
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categorical 501
continuous random 246, 265
dependent 612, 667
discrete random 246, 265
dummy 720, 722
estimating equation 680
expected value of a random 220, 265
independent 611-612, 668
qualitative 501, 523
quantitative 501, 523
random 214-216
response 293
variance
analysis of 555-563, 566571, 598
ANOVA 555-563, 566571, 598
between-column 557, 561, 598
one tailed test 586587
within-column 559-560
variation
assignable 483, 523
common 523
cyclical 832836
inherent 483, 523
irregular 847
seasonal 819, 838—844
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Venn diagram 165, 199
Venn, John 165

W
weighted average

of relative method 888—891
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of relative quantity index 895
weighted mean 8789, 142
width of class intervals 28
William the Conqueror 3
within-column variance 559, 560

X
x chart 484-491, 524

Y
Y values 643—644
Y-intercept 617
of the best-fitting regression line 624

Z

z table 356

z values 252

zero defects 482
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