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A

Acceptable quality level (AQL), 664

Acceptance sampling plan, 664-66

Addition rules for marginal probability, 195-97

Additive time-series model, 552

Adjusted exponential smoothing, 561

Aggregate price index, 599-600

Alternative hypothesis, 321

Analysis of variance (ANOVA), 428-29, 432-33, 440

Appliedstatistics, 4
AQL.See Acceptable quality level (AQL)

Arithmetic mean (AM)

of grouped data, 81-84

of ungroupeddata, 78-81

Attributes and variables
acceptance sampling, 663

Auto correlation coefficient, 473

formula for, 474

Average, 126

Average deviation measures, 135-50

Average outgoing quality limit (AOQL), 671-72

Average pricerelative index

advantages andlimitations, 601

Averages of position, 102
median, 103-105

Bar graph, 51

Bayes’ theorem posterior probabilities, 212

Bernoulli process, 233

Biased estimator, 299

Binomial probability distribution, 232-35

Bivariate frequency distribution, 33
Blocking, 440
Bowley’s coefficients of skewness, 165

C

Cartograms/statistical maps, 66
Categorical variables

defined, 9
Causal forecasting methods, 548
Central limit theorem, 278-79
Central tendency, 76-78, 115-16

Chain indexes, 620
CBI to FBI, conversion, 621

Chebyshev’s theorem, 143-49
Chi square (c*) test, 381-85, 392-97, 399-403

Chronologicalclassification, 25

Circular test, 618

Class intervals, 27-28

Class mid-value, 28
Classification of data, 23-25

Classification principles of measurement, 10

Closed-ended question, 15-16 .

Coefficient of contingency, 401-402

Coefficient of correlation, 453, 456

Coefficient of determination, 460-61, 463, 511-13

Coefficient of determination in multiple regressions

adjusted R? value, 531
Coefficient of variation (CV), 149-51

Combining overlapping indexes, 624-25

Composite price index, 596-97

Conditional frequencies, 33
Confidenceinterval estimation, 300

Confidencelevel, 301

Confidencelimits, 301

Consumerprice index (CPI), 632-34

Consumer’srisk (B), 668

Contingencytable, 384-85
Continuous probability distributions, 250-54, 260-61

Continuous random variable, 224

Continuousvariables, 10

Control charts (C-charts), 648-51, 658-61

Conversion of chain base Index (CBJ), 621

Correlation, 452-65

Correlation coefficient

relationship between, 524-27

Costs of quality control

preventive costs, 645-46

Countingrule, 191-93

Critical value, 301, 322

Cumulative frequency (cf) distribution, 59

define, 35

Cumulative percentagefrequency distribution, 36

Cumulative probabilitydistribution function(cdf), 225-26

Cyclical variation, 551

 

 

 



Data, 1, 9-10, 12-25

Data array, 25-28

Dataclassification, methods, 29

Decision alternatives, 677
Decision analysis, 677

Decision branch, 707

Decision horizon, 678
Decision node, 707

Decision theory
zones, 677

Decision tree analysis
decision node, 707

sequential/multiperiod decision proces, 706
Decision-making environments

types, 679
Decision-making process, 678
Decision-making undercertainty, 679
Decision-making underrisk, 679

EMV, 685-86

EOL, 689-90

EVPI, 690-92
Deciles, 106

Degreesof freedom, 281, 303

Delphi method, 549

Demandforecasts, 547

Dependentvariable, 486

Descriptivestatistics, 4

Deseasonalization, 573

Deviation bar diagrams, 54

Deviations method, 49-95

Diagrams,variety, 50

Difference principles of measurement, 10

Discrete probability distributions, 232-35, 239-41, 245-47
Discrete random variable, 224

Discrete variables, 9

Dispersion, 127-29

Distance measures, 129-33

Dorbish and Bowley’s method, 607

Environmental forecasts, 5477

Error of estimation, 299

Estimated multiple regression equation, 523

Estimation method, 298

Event, 188-89

Exclusive methodofdata classification, 29

Expected monetary value (EMV), 685

Expected opportunity loss (EOL), 689-90
Expected value of perfect information (EVPI), 690-92
Exploratory data analysis

stem-and-leafdisplays, 66
Exponential smoothing method, 559-61
External secondary data sources, 19,

F

F distribution, 366-67

F test, 356

Factor level, 428

Factor reversal test, 618-19

Financerole instatistics, 6

Finite population correction factor, 280

Fisher’s ideal price index, 607, 610, 618
Fisher’s quantity index, 612

Fixed base index (FBI), 621

Fixed weight aggregate method.See Kelly’s method
Forecast, 548, 559

types of, 547
Forecasting methods, 548-49
Freehand method, 553

Frequency curve, 58

Frequencydistribution, 26-28, 35-36
Frequency polygon, 57-58

Geographicalclassification, 24-25
Geometric mean (GM), 96-99
Goodness-of-fit

Chi square(c*) test, 392
Graph, 49-50

Graphicrating scale
define, 12

Graphical presentation of data, 49-50
Grouped sample data regression coefficients, 503

Harmonic mean (HM), 101-102
Histograms. See Bar graph

Hyper-geometric probability distribution, 247
Hypothesistesting, 319

binomial proportion of, 344-46
case, 354-55
direction of, 323-24
errors in, 324-27
f-distribution, 366
for binomial proportion, 344-46
for correlation coefficient, 4776-80

for population mean with small samples, 348-63
for population parameterswith large samples, 328-39
for single population proportion, 341-44
formats of, 320

general procedurefor, 321-23
independentcorrelation coefficients, 478-80
population correlation coefficient, 476-78

population mean with small samples, 348-63
rationale for, 320

=eae

Inclusive method

dataclassification, 29

Independentvariable, 486
Index numbers, 597-98, 623-26, 635-36

defined, 594-96

Inferential statistics, 4
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Internal secondary data sources, 19-20
Interquartile Range or Deviation (IQR), 130-33
Interval estimation, 300-306

Interval scales
use of, 11-12

Irregular variations, 551
measurementof, 585

Itemized rating scale
define, 12

Karl Pearson’s coefficient of skewness, 164-65

Karl Pearson’s correlation coefficient, 456, 459, 462

Kelly’s coefficient of skewness, 165-70

Kelly’s method, 607

Kruskal-Wallis test, 416-17

Kurtosis

Karl Pearson’s measureof, 180-81

measuresof, 178-81

L
Large sample for randomness, 409
Laspeyre’s price index, 610

advantages and disadvantages, 605
Laspeyre’s quantity index, 612
Least squares

methodof, 473, 489, 522
normalequations, 492-94

Least squares line
defined, 509

Leptokurtic, 178
Levelofsignificance, 324
Line of mean deviations, 488
Linear and non-linear correlations, 454-55
Linear regression equation, 486
Linear regression models, 488-89
Link relative method, 581-82, 584
Lot tolerance per cent defective (LTPD), 668

Mann-Whitney U-test, 410-11
Rank sum test, 410

Margin oferror, 299, 301, 309

Marginal frequencies, 33-34
Marginal probability, 195-200
Marketingrole

in statistics, 6

Marshall-edgeworth method, 609
Marshall-Edgeworth’s price index, 610

Mathematical averages, 78-93
Mathematical statistics, 4

Mean, 78, 114-15
Mean absolute deviation (MAD) method, 560

Measure of skewness, 163

relative measuresof, 164-70

Measurementclassification, 10-12

Measuresof dispersion, 126

Median, 103-105
Median and mode,relationship between, 114-15

Mesokurtic, 178

Modevalue, 111-14

Moments, 17—76

define, 173
Sheppard’s corrections for, 176-77

Moving average method. See Ratio-to-moving average
method

Moving averages, 554
Multinomial probability distribution, 246-47

Multiple and partial correlation coefficients
relationship between, 534

Multiple bar diagrams, 53-54

Multiple correlation analysis, 455, 520

Multiple correlation coefficient, 532
Multiple linear regression models, 520-25

Multiple regression models, 487
Multiplication rules, 199-200

Multiplicative time-series model, 552

Negative binomial distribution, 245-46

Nominalscale

define, 11

Non parametric methods
advantagesandlimitations, 381

Non-linear regression models, 489
unknownregression coefficients, 488

Non-random sampling methods, 274
Non-sampling errors, 270-71

Normal equations, 492, 494

Normalprobability distribution, 250-53
np—Chart, 661

Null hypothesis, 321, 429-33

Numerical variables

types, 9-10

One-dimensional diagrams, 51-61

One-tailed test, 324
population correlation coefficient, 476-77

One-wayclassification, 429-37
Open-endeddistribution, 30
Open-ended questions, 15-16

Operating characteristics (OC) curve, 667-72

Orderprinciples of measurement, 10

Ordered array, 26
Ordinalscale

define, 11

Origin principles of measurement, 10

Outlier, 115

P

p-chart, 659

for numberof defectives, 660

p-value, 332
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Paasche’s price index, 606, 610

Paasche’s quantity index, 612

Paired-sample sign test, 404-405

Parabola. See Quadratic trend line

Partial correlation coefficient, 520, 532-33

standard error (SE), 533

Partial correlations, 455

Partial regression coefficients, 523-27

Partition values, 105

graphical method,calculation, 106-1 10

Payoff values, 678
Pearson product moment correction, 455

Pearson’s method.See Link relative method

Percentage bar diagrams, 56-57

Percentage frequency distribution, 36

Percentage trend method. See Ratio-to-trend method

Percentiles, 106

Personnelrole in statistics, 6

Pictogramsor ideographs, 65

Pie diagrams, 60-61
Platykurtic, 178

Point estimation, 298-300

Poisson probability distribution, 239-41

Population, 4

define, 1

Population means, 437, 440-43

Population parameters, 77, 328-32, 335-39

p value approach, 332-35

Positive and negative correlations, 454

Posterior probabilities, 212

Price index numbers, 596-98

Price relative, 601

Primary data sources, 12-19

Principles of sampling, 271-72

Prior probability distribution

Baye’s theorem statement, 700

Probabilistic sampling methods, 272-74

Probability density function (pdf ), 261

Probability distribution functions (pdf), 223-25

Probability theory, 186-191

define, 189

Probable error (PE)

of coefficient of correlation, 459

Producer’srisk (a), 668

Productionrole instatistics, 6

Quadratic trend line, 567

Qualitative classification

simple and manifold classification, 25

Qualitative forecasting methods, 548-49

Quality control, 644-50

fishbone diagram, cause-and-effect, 648

Pareto analysis, 648

Quantitative classification, 25

Quantitative data, 3

Quantitative forecasting, 552
methods, 553-54

Quantity index, 596, 612
Quartiles, 105-106

Questionnaire, | 4-18

Randomerrors, 488-89

Random experiment, 186-87

Random variable, 227-28

Randomness, runtest, 408, 409

Range, 129-30 .

Range (R-chart), 653-54
and x-charts, choice and interpretation, 654

Rank sum test. See Mann-Whitney U-test

Ratio scale

define, 12

Ratio-to-moving average method, 578-79

advantages and disadvantagesof, 581

Ratio-to-trend method, 577

Real wage index, 626

Regression analysis, 486-89

Regression and correlation analysis, 486-87

Regression coefficients

determination methods, 492-504

for grouped sample data, 503

properties of, 491-92
Regression model

significance test of, 529-31

Regretcriterion, 681-82

Rejection region, 322
Relative frequency distribution, 35-36

Relative measures of skewness, 164-70

Residual method

multiplicative time-series model, 584

Retail price index, 596

$

Sample
defined, 4

Sample means, 429

non-normal distribution, sampling distribution,

278-79

normaldistribution, sampling distribution, 279-81

sampling distribution of, 286

Sample size, 308-12

Sample space, 187
eventtypes of, 188-89

Samplestatistics, 269, 271

Sampling distributions, 275
and population, clifference between, 276-77

of sample proportion, 289-91

standard errorofstatistic, 276

Sampling error, 97(), 301-302, 309

measurementof, 271

Sampling method, 269-72

Sampling methods, 272-75

Scaling. See Measurement

Scatter diagram method, 456-58

Seasonaleffects
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deseasonalized values, 573

link relative method, 581-82

ratio-to-moving average method, 578-79

ratio-to-trend method, 577

seasonal index, 573-74

simple average method, 574-75

Seasonal variation, 551

Secondarydata, 19-21

Secondarysources ofdata, 12

Semi-average method, 558-59, 574-75

Simple bar diagrams, 52-53

Simple correlations, 455

Simple linear repression model, 489-92

Simple probabilistic linear regression model, 488

Simple repression models, 487

Single population proportion

hypothesis testing, 342-44

Skewness, 76

Small sample runtest for randomness, 408

Smooth frequency polygon. See Frequency curve

Smoothing methods, 553-54, 558-61

Spearman's rank correlation coefficient, 466-7 1

Standard error(SE), 306

for multiple regression, estimate, 529-31

of coefficientof correlation, 459

of estimate, 510

of prediction and estimate intervals, 508-13

Standard normal probability distribution, 252

Staplescale
define, 12

State of nature, 677-78

Statistical inferences, 269

Statistical quality control (SQO), 646-47, 672

definitions, 646

Statistical test, powerof, 395-27

Statistical, thinking and analysis, 2

methods, types of, 4-5

phenomenon/process, 3

process improvement, flow chart, 3

quality improvement pracess, 3

Statistically dependent events, 199

conditional probability, 200

joint probability, 200

marginal probability, 200

Statistically independent events

conditional probability, 199

joint probability, 199

marginal probability, 199

Statistics, 2, 4-8

define, 14

Strata, 272

Structured questions.See Closed-ended question

Sub-divided bar diagrams, 55

Sum of squaresof errors (SSE), 509, 522

T

{-distribution, 303-304

Tabulation of data, 40-42

define, 39

Technological forecasts, 547

 

 

Three-dimensional diagrams, 65

‘Time reversal test, 617-20

Time-series. See Chronological classification

Time-series analysis, 550-52

Time-series forecasting methods, 548

Trend, 550-5]

Trend line, 565-66

Trend projection methods, 565-67, 569-70

Two population variarices, comparison

decision rules, 367

Two-dimensional diagrams

circles, 64-65

rectangle, 62

squares, 62-64

Two-tailed test, 329

population corretation coelficient, 476

‘Two-way analysis of variance, 440

Two-wayclassification

population means, testing equality, 440-43

Type I error, 324

Type I error, 325

U

Unbiased estimator, sampling distribution, 299

Unweighted price indexes, 599

aggregate price index, 599-600

average price relative index, 601-602

limitations of, 600-601

V

Value index, 614

Variance and standard error ofestimate, 509

Variance of error ofestimate, 509

Variation, 76

Volumeindex. See Quantity index

W

Walsch’s method, 609

Weighted arithmetic mean, 90-92

Weighted average of quantityrelative index, 612

Weighted moving averages, 554

Weightedprice indexes

aggregate price index, 605-10

ofprice relative index, 610-12

Wilcoxon matchedpairs test

procedure, 414

Wording anddesign of questionnaire, 14-15

X

x-chart

construction steps, 650-51

Y

Yate’s correction for continuity, 395-96

zZ

Z-test statistic, 478

 


